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1. INTRODUCTION 

Lung cancer is one of the most injurious forms of cancer, which is the leading cause of 

cancer death in many regions of the world. Early detection of lung nodule is essential in 

reducing life victim. Detection of lung cancer at early stage is not an easy task. Survival rates 

in lung cancer vary significantly by stage; overall, less than 15% of newly diagnosed patients 

will survive for 5 years. If patients are diagnosed at the earliest stage, survival rates approach 

70% [1]. Cigarette smoking is the most critical reason for lung cancer other factors such as 

environment pollution, certain chemicals like asbestos, silica, and diesel exhaust cause lung 

cancer and excessive alcohol may also be consign to lung cancer.  

The lung nodule detection scheme consists of four steps. They are preprocessing, 

segmentation, feature extraction and classification. In an existing system, an overlapping 

nodule identification procedure is designed to help the classification, but this task mainly 

focused on identifying the nodules located in the intersections among different types. K means 

clustering and manual analysis method is used for segmentation where the results are not 

accurate and consumes more time. In short time it is not possible to detect multiple images for 

cancer detection. Medical images contain a noise which can lead to inaccuracies classification. 

Extract features from those maximum response filters at eight directions to cover an entire 

image. Plot histogram for each filter output and concatenate into single histogram. By 

An abnormality in lung nodule leads to lung cancer which demands an early detection of lung nodule. 

The study reveals that automatic detection technique of lung nodule with convincing results and 

increases the speed of analysis. Since the nodules are attached to blood vessels, detection of lung 

nodule is a challenging task. To deal with this issue MR8 (Maximum response 8) filter bank based 

approach is used before preprocessing and eight maximum responses are obtained. From that response 

texture, intensity and gradient features are extracted using LBP (Local Binary Pattern), HOG 

(Histogram of Oriented Gradient), SIFT (scale invariant feature transform) descriptor respectively. 

Further the performances of features are analyzed by hybrid classifier. Hybrid classifier approach is to 

embed SVM (Support Vector Machine) with ID3 (Iterative Dichotomiser).  
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concatenating accuracy level of extracting features are increased. Extracted features are stored 

as a trained set. For classification hybrid classifier is used which embeds support vector 

machine with iterative dichotomiser. Extracted features are compared with the trained set of 

images to detect whether the nodule is present or not and analyze the performance of classifier. 

Datasets are collected from publicly available early lung cancer action program (ELCAP) [2] 

for experiments. The ELCAP database contains 50 sets of low-dose CT lung scans with 379 

unduplicated lung nodules expound at the centroid. 

2. RELATED WORKS 

While many studies reported that the detection and classification of lung nodules. [3] 

Pulmonary nodules are detected using template-matching approaches; smaller nodules only 

appear in one slice where larger nodules appears in continuous slices. Since many false 

positives (FPs) were detected by template-matching methods. [4] embeds the high dimensional 

multiview features borrowed from multimodal neuroimaging data into a low dimensional 

feature space and conserve the optimal local embeddings among different views. [5] used local 

density algorithm for detection where radiation is high, failed to detect non solid nodules and 

low sensitivity. [6] discussed about  nodule with conventional imaging techniques and 

differentiate benign from malignant nodules. [7] discussed about Computerized scheme using a 

snake algorithm, grayscale intensity distribution fed to classifiers for classification. Segment 

the affected field by placing a reference points around the target lung field and polygon is 

created based on these points. Feature descriptors like scale invariant feature transform, local 

binary pattern and speeded up robust features are used in [8] at the output of detection. Nodules 

are classified using a k-NN (k-Nearest neighbour) algorithm with Euclidean distance. [9] 

discussed benign and malignant nodules using different SVM. Radiologists can miss up to 30% 

of lung nodules in chest radiographs as a result of background structure of the lungs which hide 

the nodules. [10] stated that the lung regions are segmented because of the deficient of the 

similar intensity as a result of lung segmentation done.  

3. SYSTEM MODEL 

The functioning of preprocessing is to enhance the image in ways that increase the 

chances for success of other processes by denoising or by filtering. Feature extraction in image 

processing is a technique of redefining a large set of unnecessary data into a set of features of 

reduced dimension. Transforming the input data into the set of features is called feature 

extraction. Based on our visual analysis features are intensity, texture, and gradient [11]. SIFT 

descriptor depicting the overall intensity, texture, and gradient information. MR8+LBP 

descriptor representing a texture feature incorporating MR8 filters before calculating LBP 

histograms. A Multiorientation HOG descriptor, describing the gradients and accommodating 

rotation variance in a multi coordinate system. 

The combination of MR8 filters and LBP feature is designed to provide richer texture 

description of patches by incorporating multiscale and rotation-invariant properties. LBP is a 

powerful feature for texture based image classification[12]. Local binary pattern is a texture 
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operator which labels the pixel of an image by thresholding and neighborhood of each pixel. 

Therefore, we incorporate the MR filter set before computing LBP histogram. HOG is being 

widely used and can also improve performance considerably when coupled with LBP[12][13]. 

However, unlike SIFT and MR8+LBP descriptors, the raw HOG descriptor cannot handle 

rotation-invariant problems. Therefore, designed a multi orientation HOG descriptor to provide 

further an advanced gradient description in addition to that from SIFT. The Scale Invariant 

Feature Transform process generates a 128-length vector for each key point. Since SIFT is 

invariant to image translation, scaling, rotation and illumination changes. SIFT is robust and 

efficiency is close to real time performance. 

 
Fig 1. Flow diagram 

 

Hybrid classification is a combination of Support Vector Machine (SVM) with Iterative 

Dichotomiser3(ID3). Support vector machine is a classifier defined by separating hyperplanes 

that resolve data and recognize patterns for classification [14]. SVM classifies data points by 

finding the hyperplane that separates all data points of one class from those of other class. Best 

hyper plane is the one that represents the largest separation or margin between the two classes. 

Margin states the maximal width of the slab parallel to hyperplane that has no interior data 

points. ID3 classifier consists of rules for classifying data using attributes. Tree consists of 

decision node and leaf node. A decision node has two or more branches, each representing 

values of tested attributes. A leaf node attribute produces a homogenous result which doesn’t 

required additional classification testing. Information gain is used to select the most useful 

attribution for classification. Split nodes with head node as A. For each value of A, create new 

child node or subset. Split training sets into child node or subsets. If subset is pure, stop the 

splitting process else split the remaining child nodes. Advantages of using ID3 is whole data 

set is searched to create tree and only needs to test enough attributes until all data are classified. 
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4. RESULT 

CT scan image are in the file format of DICOM (Digital Imaging and Communications 

in Medicine). 

 

                                               
                      Fig 2. Input image                                       Fig 3. Filter bank preprocessed image 

 

Apply Maximum response filter to an input image in order to extract wanted region 

from lung field. It obtains 38 filter output and chooses maximum response of 8 filter output. 

Here with eight filter responses from input image gives 8×36-dimension histograms. 

 

                           
             Fig 4. Maximum response filter output                               Fig 5. Feature Extraction  

For each output of maximum response extract features at eight directions so that it covers 

an entire image. Totally 64 images of features are extracted and compute histogram for each 

feature output. Concatenate each histogram into single histogram. All histograms are 

connected to obtain the final MR8+LBP descriptor. 

 
Fig 6. LBP+HOG Histogram 
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Numerical values of histogram are given as input to classifier section where hybrid 

classifier is used. Iterative Dichotomiser (ID3) classifier filters unwanted features and increases 

accuracy and support vector machine classifies the presence of lung nodule. 

                                      
                           Fig 7. Nodule detection               Fig 8. Nodule detection failure 

5. PERFORMANCE MEASURES 

Sensitivity defines true positive values and specificity defines true negative values. 

(TP)True positive values indicate correctly identified abnormal nodes. (TN) True negative 

value indicates correctly rejected as normal node. (FP) False positive value indicates 

incorrectly identified as abnormal node. (FN) False negative value indicates incorrectly 

rejected as normal node. These values are composed by confusion matrix. From these values 

sensitivity, specificity and accuracy can be measured. 

 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
TP

TP+FN
 = 97.3%              (1) 

 

specificity =
TN

TN+FP
 = 92%                   (2) 

 

Accuracy =
TP+TN

TP+TN+FP+FN
 = 96.7%      (3) 

6. CONCLUSION 

The performance analysis of fully automated CT scan lung nodule classification  

system with maximum feature description based on different range  of texture and gradient 

informations. Filtering is done in preprocessing stage and obtained an eight maximum response 

of filters. Texture, gradient and intensity features are extracted at eight directions using Local 

Binary Pattern, Histogram of Gradient, Scalar Invariant Feature Transform. Using Support 

Vector Machine along with ID3 classification is done. The hybrid classifier achieved an 

average accuracy of 96.7% . 
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