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ABSTRACT

Nowadays the applications on spatial database .

searches from spatial databases are widely used | pupposes. The inputs
of a spatial keyword query are a user defined locati ords. Thé output is the object
which satisfies both the location and keyword important part of a spatial

o0 textual indexing. Using this
methods. We propose a new

at is used to store and query data that represents objects

are designed to manipulate both spatial information and the

a. These data types are usually called spatial data types. Most

spatial databases al resenting simple geometric objects such as points, lines and

polygons. It provides gpecial functions and indexes for querying and manipulating that data

using something like Structured Query Language. While typical databases are designed to

manage various numeric and character types of data, additional functionality needs to be added
for databases to process spatial data types efficiently.

Many applications require finding objects closest to a specified location that contains a
set of keywords. Conventional spatial queries focus on object’s geometric properties only, such
as whether a point is in a rectangle, or how close two points are from each other. We have seen
some modern applications that call for the ability to select objects based on both of their
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geometric coordinates and their associated texts. For example, it would be fairly useful if a
search engine can be used to find the nearest hotel that offers internet, pool, spa all at the same
time. Note that this is not the globally nearest hotel, but the nearest hotel among only those
providing all the demanded facilities.

A spatial keyword query consists of a query area and a set of keywords. The answer is a list
of objects ranked according to a combination of their distance to the query area and the
relevance of their text description to the query keywords. Database systems use indexes to
quickly look up values and the way that most databases index data is not optimal for spatial
queries. Instead, spatial databases use a spatial index to speed up database operations. Spatial
indices are used by spatial databases to optimize spatial queri mber of geo-textual
indices have been proposed. These indices usually combine atial index and a text index
structure.

R-tree and inverted index are one of the best m
The currently available method for geo textual ind
and textual information are used simultaneous f

new indexing mechanism
. It is a hybrid indexing
used for spatal indexing and

Fig.2.1. (a) Shows the locations of points and (b) gives their associated texts.
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Assume P be a set of 2D points. Each point p € P, has a set of words Wp, which is
called as the document of P. A spatial keyword query specifies a query point q and set of
keywords, Wq. This Wq is referred to as the query documents. The spatial keyword query
returns a point in Pq, which is closest to g.

B ={peP|W,C W,}.

I11. RELATED WORKS

Y. Zhou, X. Xie, C. Wang, Y. Gong, and W.-Y. ] propose a hybrid index
structures which combine the textual and spatial indexes in index structure. Two basic

rocess SK queries
*-tree that
captures the joint distribution of keywords
over existing index structures.

lled Information Retrieval

-Tree is an R-tree where a
textual content of all spatial

propose [7] WIR-tree, is also a variant of

0 multiple groups such that each group shares as few

In this work efficient indexing mechanism called spatial inverted index. It is a
variant of inverted indéxX and it supports compressed coordinates. R-tree is used for spatial
indexing and it is coristructed for every inverted index. Distance browsing algorithm can be
used to perform query processing in spatial inverted index (SI index).

We can divide the overall procedure into three modules.

Three different modules of the implementation part are

1. Inverted index construction
2. Parallel R-tree construction
3. NN search
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For textual indexing, inverted indexes are the best method. Every unique word in the
document has an inverted list. Each includes ids of the points, whose document has the
corresponding word. These inverted lists are in a sorted order. The following figure shows the
inverted list of each word in figurel.

Word Inverted list

P1,P4
P1,P2,P7
P5,P6,P8
P2,P3,P6,P8
P4,P5,P6,P7
Fig 4.1: Inverted index

Initially inverted lists are constructed for ea Mty i . Each list includes
many points. Even though each point has two c only, one so that

ze of resulting MBR as much as possible. There are several
methods (eg: area, p to quantify the size of MBR. In our method we use area for this
purpose. We calculate cost of dividing scheme of L by adding areas of all MBRs. For
convenience of notatibn, given an 1<i<j<n, for representing the cost of the division of the
points Pi,Pi+1,...,Pj, we use CJ[i.j]. A[ i, j] is used to represent the area of the MBR enclosing
Pi,Pi+1,...,Pj. In all cases, we select smallest values as C[i,j].

min{i+28-2,j+1-B}

Cli,jl = k—?ilg 1 (Ali, k| +Clk+1,4]).
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When a spatial key word query comes, parallel search is carried out through the
corresponding tree of each keyword. A point near to the query point is accessed from each tree.
Keep counting how many numbers of same points is popped up continuously. Terminate the
action by reporting the point once the count reaches the no of query key words.

4.2 KD-B TREE

Kd-B tree is the proposed hybrid geo-textual index structure that integrates location index
and text index to process spatial keyword queries efficiently. In thisgaroposed system Kd-tree
tightly combined with bitmap index. Kd tree is used for spatial i Ing and bitmap is used for
textual indexing. The total no of nodes needed for creating a e is equal to the total number
of points in the database.

Following figure shows the architecture of the prop . kd tree is used as the
indexing method for location information. For ea a bitmap index is
created for indexing the text components of obj

simultaneously during query processing.

Kd-B tree User query

Yes
Kd tree with + » NN search Spatial
hitrmap index database
l Mo

Discard
object

Output detail
information of
objects

Fig 4.1:Proposed a
4.2.1TREE CREATION'AND SEARCHING

For constructing the proposed hybrid geo textual indexing mechanism, initially all
points in the database are selected. Then find the mid value among these points. The remaining
points are so arranged that the values less than the mid values are placed in the left side and the
values higher than the mid values are placed in the right side. The mid value is treated as the
root node and the points with values less than the mid value is considered as left sub tree , and
the points right to the mid value as right sub tree. Kd-tree is constructed using these points. For
reducing the tree construction time the left and right sub trees are constructed parallelly by
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using multitasking. Bitmap index is used for textual indexing and it uses a bit array for each
bitmap index. For each point in the database, have corresponding facilities contained in it. A
bitmap index is created for each point. This index indicates the presence or absence of the
facilities in it. This is done by using a Boolean array for bitmap index .This array contains or
0, where 1 indicates the presence of the facility and 0 indicates the absence of the facility in the
point. The corresponding bit map index of each point is included in the respective nodes of the
kd tree. To do the pruning efficiently, a bit map summary is also embedded in every node
except the leaf nodes. A logical bitwise OR operation is carried out on the bitmap indices of its
child’s for creating the bitmap summary.

A spatial keyword query contains spatial information textual description. When a
spatial keyword query comes, it checks whether the quer to the left or right to the

current node. And also checks whether the keywords ar
current node. The query traverses further down thgough

V. EXPERIMENTAL RESULTS

5.1 RESULTS OF PARALLEL R-TR ONSTRUCTION

The tree construction ti

we can conclude that as the no of nodes increases, the
isting system.
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Comparison- Tree creation time Vs No of
nodes
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Fig-5.1-Tree creation time vs. no of nodes.
5.2 RESULTS OF KD-B TREE
Kd-B tree is a proposed indexing struc rd queries. Kd-B tree is

compared with Sl-index based on time and space. hat Kd-B tree outperforms
Sl-index.

5.2.1 INDEX CREATIO

the database. |
required for this is mo

every wof in its text d
parall

——ParallelR-tree

KDBTree

Figure 5.2: Performance evaluation based on tree creation time.
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5.2.2 MEMORY COMPARISON

If a database contains N points, then only N no of nodes are required for constructing Kd-B
tree. In the case of R-tree all points are contained in the leaf node. Internal nodes are carrying
the location information of its child nodes. There are several such internal nodes, which
consumes large memory. An experiment comparing Sl-index and Kd-B tree has been
conducted based on memory consumption and results are shown below.

Memory Vs DataPoints

1a0a0

S000 -
G000 / /
4000 /- —Sindex

2000 ——FKDE-Tree .
(1]
[i] i [i]

SO0

Mo of Nodes

Mo of Points

Fig-5.3-Memory Vs Data points
VI. CONCLUSION

This work providg$
keyword querying.
Spatial Inverted i

space are considera ved by constructing Kd-B tree. Also it can be noted that as the number
of nodes increases, the osed method improves its performance.
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